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A complete ensemble data assimilation algorithm can be composed into three basic computational 
tasks: advancing an ensemble of model forecasts, computing ensembles of forward operators for 
available observations, and assimilating the observations to modify the ensemble of model states. 
Each of these tasks requires a fundamentally different pattern of communication when 
implemented on current generation supercomputers.  
 
Large geophysical forecast models are usually parallelized by decomposing the domain into a 
number of physically contiguous subdomains. Typically, communication is only to adjacent 
subdomains and is generally facilitated by associating a halo of redundant state variables around 
the boundaries of each subdomain. The ensembles are independent for the purposes of the 
forecasts, which makes their calculation embarrassingly parallel.  
 
Computing the forward operators for in situ observations like a radiosonde temperature generally 
requires a spatial (and possibly temporal) interpolation between spatially contiguous state 
variables. The communication patterns here are similar to those required for the forecast. 
However, some observations, for instance a radio occultation phase delay, are functions of many 
state variables that span large distances in the horizontal and vertical, potentially far beyond any 
halo region. The communication required to compute these forward operators is not compatible 
with the haloed subdomains used for the forecast. 
 
Finally, the assimilation requires two additional communication patterns. Sample means, 
variances and covariances must be computed for model state variables and observation priors, all 
of which require communication across different ensembles. In addition, information from each 
observation must be distributed so that all related state variables (most commonly those within a 
given distance) can be updated. 
 
We begin by describing currently implemented algorithms in which global data transposes and 
broadcast communication are used to facilitate the different communication patterns [1]. 
Algorithms that avoid transposes for particular applications are also reviewed [2]. We then 
describe several novel algorithms that can avoid global transposes. The first will decompose the 
entire ensemble assimilation problem into a set of physically contiguous subdomains. A second 
will use data flow methods for the assimilation part of the computation. The computation, 
communication, and memory requirements of the existing and proposed algorithms as a function 
of model size, ensemble size, and processor count will be discussed. Implications for 
implementation on machines with computational accelerators will also be noted. 
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Two  main  classes  of  data  assimilation  methods  have  taken  the  lead  in  geophysical  data  
assimilation [1].  As a nonlinear smoother, 4D-Var is a powerful method found to outperform 
filters  in  strongly  nonlinear  conditions.  But  its  background  statistics  suboptimally  rely  on  a 
climatology. Besides, it technically requires the long endeavor of building adjoints of the models.

The  ensemble  Kalman  filter  (EnKF)  easily  propagates  the  uncertainty  with  the  use  of  an 
ensemble  of  model  trajectories,  which  gives  it  an  advantage  over  variational  methods  in  a 
sequential data assimilation context. Yet, it is not a smoother and might not handle nonlinearity 
within  a  data  assimilation  window as  well  as  4D-Var  would.  Besides,  the  finite-size  of  the 
ensemble technically often requires the use of inflation and localization to counteract sampling 
errors.

We  have  recently  introduced  the  iterative  ensemble  Kalman  smoother  (IEnKS)  that  has  the 
potential of getting the best of both methods [2,3,4]. It is not an hybrid method as it does not run 
two distinct data assimilation systems.  Like 4D-Var, as a nonlinear smoother, it solves for an  
underlying variational problem, but without the use of the tangent linear and adjoint model. Like 
the EnKF, it is a flow-dependent method and propagates the uncertainty.

This  ensemble  variational  (EnVar)  method  will  be  explained.  Differences  with other  EnVar 
systems  (Environment  Canada,  Météo-France,  Met-Office)  and  hybrid  approaches  will  be 
discussed. We will show on low-order meteorological models that, at a scalable computational  
cost, the method systematically outperforms 4D-Var, the EnKF and even a standard ensemble 
Kalman smoother.  Not only does it lead to a much better re-analysis, but it also leads to a better  
analysis and forecast,  even in the typical mild nonlinearity of current synoptic meteorological 
models.

However, as an ensemble method, it is still plagued by sampling errors. We shall discuss the  
obstacles to a well-suited localization scheme, as it is a fundamental issue in such EnVar context.
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The treatment of model error in Data Assimilation (DA) procedures is still done, in most 
instances, following simple assumptions. This is in part justified by the fact that on the time scale 
of NWP, where most of the geophysical DA advancements have occurred, the influence of model 
is reasonably considered small as compared to the initial condition error that grows in view of the 
chaotic nature of the dynamics. Nevertheless, the improvement in DA techniques and 
observational networks on the one hand, and the recent growth of interest in seasonal-to-decadal 
(s2d) prediction on the other, has placed model error as a main concern and a key priority. 

In the present contribution we describe a new approach, referred to as deterministic model error 
treatment, in which the deterministic evolution of the model error is described based on a short- 
time approximation suitable for realistic applications and used to estimate the model error 
contribution in the state estimate, i.e. covariance and correlations. We have distinguished two 
situations: first assuming that model error originates only from a misspecification of the 
parameters, and second from the presence of unresolved scales, and has been applied in the 
context of sequential and variational approach, for state and parameter estimation. The duration 
of the short-time approximation depends on the type and size of the model error. In the case of 
uncertain parameters, it scales with the parametric error but also with the functional dependence 
of the model dynamics on the uncertain parameters. When the error comes from the presence of 
unresolved scales, the short-time model error evolution in the resolved scales depends on the 
difference between the truth (unknown) velocity field and the modelled one: a solution to 
estimate this term in practice has been proposed. 

The deterministic model error treatment has been proven competitive in a number of different 
applications with prototypical chaotic dynamics, in the framework of sequential [1, 3] and 
variational schemes [2] as well as for parameter estimation [4, 5]. Research is currently 
undergone for the application of this approach in soil data assimilation where the soil temperature 
and moisture content is estimated on the basis of atmospheric observations close to the ground. 
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The 4D-Var formulation is currently used by most operational Numerical Weather Prediction 
centres. However, background error covariances have to be modelled at the initial time of the 4D-
Var assimilation period, and their space and time variations are often approximated. Furthermore, 
the 4D-Var is known to be poorly scalable on computers with a large number of processors, due 
to its use of low-resolution versions of the linearized model. 
 
The Ensemble Kalman Filter (EnKF) formalism has received a great attention and has initiated a 
lot of work on the use of ensembles in data assimilation. While the use of localization in 
observation space raises issues (e.g. for the use of satellite data), it allows indeed background 
error covariances to evolve in space and time. It was also shown that the EnKF can be combined 
with the variational approach. 
 
The 4D-En-Var formulation has also received a considerable attention in recent years. The 
interest in this formulation relies on different nice properties: it allows 4D flow-dependent 
background error covariances to be represented, it avoids (in contrast to EnKF) the localization of 
background error covariances in observation space, it is potentially highly parallel on new 
computer architectures, and it also gets rid of the development, maintenance and cost of  tangent-
linear and adjoint models. 
 
The aim of this paper ([1], [2]) is to point out the link between the weak-constraint 4D-Var 
formulation and its 4D-En-Var counterpart. Furthermore, the 4D-En-Var formulation is relatively 
easy to precondition, and it can potentially include a larger class of representation of model 
errors. The paper also aims at showing that the so far proposed implementations of the 4D-En-
Var implicitly rely on a preconditioning of the variational problem using the square-root of the 
localized 4D ensemble covariance matrix Be. Two other possible formulations are proposed, both 
relying on a preconditioner given by the complete Be matrix. One of them performs the 
minimization in the dual space (with a size given by the number of observations).  
 
It is shown that the avoidance of the need to manipulate the square-root of the Be matrix allows a 
larger flexibility in the specification of the covariance localization needed in 4D-En-Var. The use 
of a hybrid covariance matrix combining a modelled Bc matrix and an ensemble Be matrix is also 
discussed. An application of the proposed implementations of 4D-En-Var is shown with the 
Burgers’ model and compared to the use of 4D-Var. 
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Sequential assimilation systems use incoming observations to guide the trajectory of 
dynamic models. When only a limited number of sensors can be deployed, which often 
the case in practice, an important question is then where to locate the observation sensors 
so that a large amount of information can be retrieved.  
 
In a sequential assimilation setting, it has been proposed to choose an observation 
network that will ensure a reasonable reduction of the forecast error variance [1]. To 
achieve this goal, one could perform, at every assimilation cycle, an optimization 
problem to maximize the gain between the forecast and the analysis statistics. This would 
generally result in a “sub-optimal” observation network using some greedy algorithms.  
 
In this study, we propose an alternative algorithm that is expected to produce “more 
optimal” observation networks. We use for assimilation the well-known Singular 
Evolutive Interpolated Kalman (SEIK) filter. The method works by pushing the results of 
the greedy algorithm more towards optimality through backward iterations on the sub-
optimal network until convergence. Convergence to some network usually happens in a 
finite number of steps. Numerical results from synthetic experiments using the wave 
equation and the Lorenz-96 model will be presented. We compare the performance of the 
filter when using fixed observations, adaptive observations with a greedy algorithm and 
adaptive observations with an iterative greedy algorithm.   
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Variational data assimilation techniques rely on a good estimate of the background error 
covariance matrix (B) to provide reliable atmospheric analyses. The so-called NMC 
method is traditionally used to estimate a climatological B from the statistics of different-
length differences of forecasts verified at the same time. This approach parameterizes the 
background error covariance as homogeneous and isotropic, and requires explicit tuning 
of its covariance coefficients. Recently, introduction of hybrid assimilation 
methodologies combines the static structure of B with flow-dependent estimates derived 
from an available ensemble of forecasts running in parallel with the data assimilation 
system. Ensemble estimates of B have the additional advantage of implicitly obtaining 
correlations among all control variables, but suffer from being low-rank due to limited 
size of the typical ensemble. Localization is normally applied to remedy this issue so long 
as the scales are adequately tuned. This work plans to examine the structure of B derived 
in these two ways when using forecasts from the Global Modeling and Assimilation 
Office (GMAO) hybrid three-dimensional variational (3D-Var) data assimilation system. 
 
Motivated by a possible reformulation of the Incremental Analysis Update procedure of 
Bloom et al. (1996) more consistent with extensions of 3D-Var to weak-constraint 4D-
Var, this work also plans to derive error covariance estimates from model forecasts 
tendency differences (e.g. Trémolet 2007). Both the NMC- and ensemble-based error 
covariance estimation methodologies mentioned above will be used to characterize 
climatological and flow-dependent components of tendency-based error covariance 
matrices to aid the GMAO variational assimilation procedures.  
 
Preliminary inter-comparison results will be shown for these four error covariance 
estimates. The correlation lengths and structures will be evaluated, and analysis 
increments of corresponding twin experiments will be examined in the context of the 
Grid-point Statistical Interpolation system used at GMAO. Results from cycling 
experiments will be the subject of a companion work also presented at this Symposium 
(see Todling et al.). 
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Covariance inflation is an ad-hoc treatment that is widely used in practical real-time data 
assimilation algorithms to mitigate covariance underestimation due to model errors, nonlinearity, 
or/and, in the context of ensemble filters, insufficient ensemble size. Here, we systematically 
derive an effective “statistical” inflation for filtering multi-scale dynamical systems with 
moderate scale gap, ε = O(10−1), to the case of no scale gap with ε = O(1), in the presence of 
model errors through reduced dynamics from rigorous stochastic subgrid-scale parametrizations. 
 
We will demonstrate that for linear problems, an effective covariance inflation is achieved by a 
systematically derived additive noise in the forecast model, producing superior filtering skill. For 
nonlinear problems, we will study an analytically solvable stochastic test model, mimicking 
turbulent signal in regimes ranging from a turbulent energy transfer range to a dissipative range to 
a laminar regime. In this context, we will show that multiplicative noise naturally arises in 
addition to additive noise in a reduced stochastic forecast model. Subsequently, we will show that 
a “statistical” inflation factor that involves mean correction in addition to covariance inflation is 
necessary to achieve accurate filtering in the presence of intermittent instability in both the 
turbulent energy transfer range and the dissipative range. 
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Ensemble-based Kalman Filter (EBKF) algorithms have proven highly effective in a wide-variety 
of applications in the geosciences.  However, the application of the EBKF to the highly nonlinear 
physical process found in geoscience applications may lead in certain situations to non-Gaussian 
prior distributions and therefore suboptimal or even degenerative behavior.  A new extension of 
the EBKF will be described here that allows for the explicit effects of skewness in the prior 
distribution to be accounted for in the data assimilation algorithm.  The algorithm operates as a 
global-solve (all observations are considered at once) using a minimization technique and 
Schur/Hadamard (element-wise) localization.  The central feature of this technique is the squaring 
of the innovation and the ensemble perturbations so as to create an extended state-space that 
accounts for the second, third and fourth moments of the prior distribution.  Both square-root and 
perturbed observation ensemble generation techniques will be shown to be implementable within 
the new framework and will be compared against the corresponding technique within the 
traditional EBKF.  These new techniques will be illustrated on the Lorenz (1963) attractor as well 
as in a Boussinesq model of O(104) variables configured to simulate nonlinearly evolving Kelvin-
Helmholtz waves in shear flow.  It is shown that ensemble sizes of at least 100 members are 
needed to adequately resolve the third and fourth moments required for the algorithm.  For 
ensembles of this size it is shown that this new technique is superior to the EBKF in situations 
with significant skewness, otherwise the new algorithm reduces to the performance of the EBKF.            
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We present a new methodology for assimilating wind observations in their observed form of 
speed and direction, while taking into account both speed and direction error. It ensures the 
analyzed speed and direction will be consistent with their background and observed values. The 
new formulation is implemented in the Weather Research and Forecasting Data Assimilation 
system, and idealized experiments are used to demonstrate the potential benefit. The results 
suggest that analyses from the new formulation are more reasonable when compared to the 
conventional methodology. The forecasts generated in these idealized experiments also 
demonstrate the value of this new formulation.  
 
 
References 
Huang, X.-Y., Gao, F., Jacobs, N. and Wang, H. 2013. “Assimilation of wind speed and 
direction observations: a new formulation and results from idealized experiments”. Tellus 
A, 65, 19936, http://dx.doi.org/10.3402/tellusa.v65i0.19936.  
 
 



LETKF-based method for Hybrid Data Assimilation 
 

Kayo Idea
 

 

aUniversity of Maryland, College Park, MD, USA, ide@umd.edu 
 
A hybrid data assimilation method based on the Local Ensemble Transform Kalman Filter 
(LETKF) is formulated with three schemes to enhance performance. First, by taking advantage of 
the cost function representation of LETKF, this hybrid method fully integrates the VAR and the 
EnKF elements without the necessity to re-center ensembles while the analysis ensemble 
perturbation represents the ensemble spread associated with the hybrid analysis. Second, using 
the maximum likelihood approach, the weights between dynamic (ensemble) and static (VAR) 
background covariances as well as the inflation parameters are estimated adaptively. Third, 
multiscaleness is addressed by assimilating successively from large to smaller scales. Using the 
960-variable Lorenz model, the hybrid method is evaluated in the 3D- and 4D-hybrid modes and 
advantages of the three supplemental schemes are discussed. 
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Maintaining conservative physical laws numerically has long been recognized as being important 
in the development of numerical weather prediction (NWP) models.  Numerical conservation of 
the total mass of air, water in its different phases, chemical species, etc., including sign 
(positivity) preservation in each grid volume, is sometimes taken to be the first of a number of 
fundamental design principles for NWP models.  In the broader context of data assimilation, 
concerted efforts to maintain conservation laws numerically and to understand the significance of 
doing so have begun only recently.  
  
In this talk we consider the use of equality and inequality constraints in ensemble-based Kalman 
filter algorithms to enforce mass conservation and positivity preservation.  We show that the 
analysis steps of ensemble transform Kalman filter (ETKF) algorithm and ensemble Kalman filter 
algorithm (EnKF) can conserve the mass integral, but do not preserve positivity.  Further, if 
localization is applied or if negative values are simply set to zero, then the total mass is not 
conserved either.  In order to ensure mass conservation, a projection matrix that corrects for 
localization effects is constructed.  In order to maintain both mass conservation and positivity 
preservation through the analysis step, we construct two data assimilation algorithms based on 
quadratic programming and ensemble Kalman filtering.  
 
We examine the extent to which imposing mass conservation and positivity preservation in data 
assimilation changes the assimilation results and we demonstrate the benefits of imposing these 
constraints in two simple experimental setups: a solid body rotation experiment and idealized 
problems of environmental pollution.  The results show clear improvements in both analyses and 
forecasts, particularly in the presence of localized features.   
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Abstract

The purpose of assimilation can be stated as to determine the probability distribu-
tion for the state of the observed system, conditioned by the available data. In the
case of linearity and additive Gaussian errors, a sample of independent realizations of
the (Gaussian) conditional probability distribution can be obtained by repeating the
following process. Perturb the data according to their own error probability distribu-
tion, and compute the Best Linear Unbiased Estimator (BLUE) corresponding to those
perturbed data.

This approach has been implemented on two small dimension nonlinear chaotic systems,
the Lorenz’96 and the Kuramoto-Sivashinsky equations, in the form of Ensemble
Variational Assimilation, or EnsVar, in which the BLUE is determined by standard
Variational Assimilation. The Bayesian character of a probability distribution cannot
be in general objectively verified, and the weaker property of reliability (statistical
consistency between predicted probabilities and observed frequencies of occurrence) is
used instead.

The main conclusion is that EnsVar produces almost perfectly reliable, and accurate,
ensembles. This conclusion remains valid for long assimilation periods, either through
the use of Quasi-Static Variational Assimilation, in which the length of the assimi-
lation window is progressively increased (in the case of a perfect model), or through
weak-constraint assimilation (in the case of an imperfect model). In addition, non-
Gaussianity of the errors has no significant impact.

Comparisons with Ensemble Kalman Filter and Particle Filters produce ensembles
with a significantly lower reliability and lesser accuracy. On the other hand, the cost
of EnsVar is higher.

The significance of those results is discussed in the general perspective of Bayesian
estimation.
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Most least-squares algorithms for data assimilation require estimates of both background error 
covariances and observational error variances.  The relative size of observational and background 
errors guides the influence of an observational increment, making the specification of these errors 
an important part of designing an assimilation system.   Observational error estimates typically 
lump together measurement (and instrumental) error sources and representativeness error. When 
doing data assimilation with a coarse-resolution dynamical model, the errors of representation can 
be the dominant contribution to observational errors.  Unlike resolved model errors, which 
influence the background error estimates, representativeness errors are associated with unresolved 
scales and physical processes in the model.  The size of these errors will vary by geographic 
region and will also vary from model to model.    
 
Here we present a practical approach for estimating model-dependent, spatially varying 
observational error variances.  The method uses ensemble model simulations to compute an 
expected value and uncertainty associated with the observational error variance.  We illustrate the 
method with a low-order model and show its application in the POP2 global ocean general 
circulation model.  
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Two methods to estimate background error covariances for data assimilation are introduced.  
While both share properties with the ensemble Kalman filter (EnKF), they differ from it in that 
they do not require the integration of multiple model trajectories.  Instead, all the necessary 
covariance information is obtained from a single model integration.  The first method is referred-
to as SAFE (Space Adaptive Forecast error Estimation) because it estimates error covariances 
from the spatial distribution of model variables within a single state vector.  It can thus be thought 
of as sampling an ensemble in space.  The second method, named FAST (Flow Adaptive error 
Statistics from a Time series), constructs an ensemble sampled from a moving window along a 
model trajectory.  The underlying assumption in these methods is that forecast errors in data 
assimilation are primarily phase errors in space and/or time. 
 
SAFE and FAST are applied to the assimilation of Argo temperature profiles into version 4.1 of 
the Modular Ocean Model  (MOM4.1) coupled to the GEOS-5 atmospheric model and to the 
CICE model developed at Los Alamos National Laboratory.  The results are validated against un-
assimilated Argo salinity data.  They show that SAFE and FAST are competitive with the 
ensemble optimal interpolation (EnOI) used to produce the latest ocean analysis by the Global 
Modeling and Assimilation Office (GMAO).  Further, when only temperature data are 
assimilated, FAST is better able to improve the model salinity field than SAFE or EnOI.  
 



Stochastic Galerkin method for dynamic data

assimilation using Wiener’s polynomial chaos

S.Lakshmivarahan and JunjunHu

School of Computer Science, University of Oklahoma(Varahan@ou.edu)

Let X(t, ω) be a real valued square integrable stochastic process. It is
well known that this process can be represented using the so called polyno-
mial chaos expansion developed by Wiener in 1938 and is given by X(t, ω) =∑

∞

k=0
xk(t)Hk(ξ) where ξ is the standard normal random variable, Hk(x) is the

Hermite polynomial of degree k in x. It is well known that H0(ξ) = 1, for k ≥ 0,
E[Hk(ξ)] = 0, and E[Hn(ξ)Hm(ξ)] = hnδnm. That is, the Hermite polynomials
are orthogonal with respect to the standard Gaussian weighting function.Let
XN(t, ω) be an approximation to X(t, ω) obtained by keeping only the first
(N+1) terms of the infinite expansion. It can be shown that XN (t, ω) converges
(in mean square) to X(t, ω) as N → ∞.

LetXf(t, ω) be the solution of a stochastic dynamical system with (a)random
initial condition, (b) random forcing, and (c) random parameters. Indeed, we
can represent all the random variables and random processes including the so-
lution using the (N+1) mode polynomial chaos expansion in the Hermite ba-
sis. Substituting this representation into the dynamical model and taking inner
product with Hk(ξ) for 0 ≤ k ≤ N and exploiting the orthogonality property
of Hermite polynomials, we perform the standard Galerkin projection of the
dynamics onto the (N+1) dimensional subspace. This results in a system of

(N+1) systems of coupled ODE in the time varying coefficients xf
k(t). By solv-

ing this system, we can reconstruct Xf
N (t, ω) =

∑N

k=0
x
f
k(t)Hk(ξ). By drawing

M independent samples ξ(j) from the standard Gaussian distribution, we can

obtain forecast ensemble X
f
N(t, ω)(j). Using this forecast ensemble, we can

readily compute the forecast covaraiance matrix. Notice that, unlike the other
contemporary methods, we solve the forecast dynamics only once and be able
to generate the forecast ensemble rather easily by drawing samples from the
standard normal distribution [1]. Let Z(t) = x(t) + v(t) the observation with
the known covaraince R. We can assimilate the observation either using (a)
the stochastic framework with perturbed observations or (b) the determinis-
tic ensemble transform methods to create the analysis ensemble. We illustrate
the above framework using nonlinear model given by the stochastic differential
equation dx(t) = −4x(1 − x2)dt+ σdw(t) where dwt is the standard Brownian
incremental process with random initial conditions.

[1] D. Xiu (2010) Stochastic Computations, Princeton University Press
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Pontryagin’s Minimum Principle 
Applied to Meteorological Data Assimilation 

 
S. Lakshmivarahana and John M. Lewisb 

 

a School of Computer Science, University of Oklahoma, USA (varahan@ou.edu) 
b National Severe Storms Laboratory, USA 

 

Pontryagin’s Minimum Principle (PMP) came into prominence during the1950s – 
1960s when space travel became a dominant theme [1]. A typical problem centered 
on minimizing the travel time or energy used by  a space vehicle between two 
specified points by adding feedback control to the dynamical constraints — 
essentially taking account of the difference between the vehicle’s position and a 
desired position determined a priori.  Instead of the classical Lagrangian approach 
which describes the optimal trajectory as the solution of a second-order PDE, PMP 
using the Hamiltonian approach describes the optimal trajectory as the solution of 
first-order equations.  Computationally, the optimal control and the optimal 
trajectory are obtained as a solution of a nonlinear two point boundary value 
problem (TPBVP) which can be solved iteratively by one of many known methods 
such as the shooting method, gradient methods, to name a few.  
 
When the model and observations are linear, it can be shown using the sweep 
method, that the TPBVP reduces to two initial value (IVP) problems - one of which 
takes the form of a nonlinear matrix Riccati equation which is independent of the 
data  and the other is a linear vector equation that depends on the data and uses the 
solution of  the Riccati equation. Since the Riccati equation is independent of data, 
its solution can be computed off-line and can be used repeatedly. 
 
In this research, we describe the first attempt at adapting the PMP to meteorological 
data assimilation [2] by optimally determining a forcing term (as a feedback control 
term) that minimizes the quadratic fit of model to noisy observations. Numerical 
tests of fit are performed on  the spectral dynamics of  the Burgers’ equation — a 
linear form of the equation that captures the development of an extreme gradient 
and  frontal-like structure. Results indicate that the feedback control terms produce 
excellent fit of model to observations. Further, the methodology is reconfigured to 
give information on model error [2]. 
 
References 
[1] L. Pontryagin, V. Boltyanskii, R. Gamkrelidze, and E .Mischenko,(1962) The 
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In many applications of data assimilation the observation operator, which maps from state space 

to observation space, leads to an ill-posed equation, meaning that the assimilation problem is 

unstable to small perturbations in the data. The use of a prior or background estimate acts to 

regularize the problem and thus ensure its stability at each assimilation time. This can be shown 

to be equivalent to a form of Tikhonov regularization as used in traditional inverse problems. 

Several common data assimilation algorithms, including variational methods and Kalman filters, 

can be considered in this framework. 

 

In operational weather forecasting the data assimilation problem is usually cycled, so that the 

background state for one assimilation time is provided by a forecast of the analysis from the 

previous assimilation time. In this work we examine the stability of the error in a sequence of 

analyses as the assimilation process is cycled in time. Since the data assimilation problem is often 

solved in very high dimensional systems (of order 10
8
 and higher), we derive theory using an 

infinite-dimensional framework.  

 

We show that for a certain class of linear model dynamics it is possible to guarantee the stability 

of the analysis error in time by applying a multiplicative inflation to the background error 

variances. In the case of time-varying dynamics the inflation factor can be chosen adaptively at 

each assimilation time to ensure stability. However, as the inflation factor is increased, the 

assimilation problem at each time is less well-conditioned and the bound on the analysis error 

increases [1]. For nonlinear dynamics similar stability results are obtained under certain Lipschitz 

continuity and dissapitivity assumptions on the dynamical operator [1], [2]. The theory is 

illustrated with numerical results. 
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The problem of variational data assimilation for a nonlinear evolution model is stated as 
an optimal control problem to estimate the analysis (initial condition) [1]. The data 
contain errors (observation and background errors), hence there is an error in the analysis. 
For mildly nonlinear dynamics, the analysis error covariance can be approximated by the 
inverse Hessian of the cost functional in the auxiliary data assimilation problem [2], 
whereas for stronger nonlinearity the 'effective' inverse Hessian approach may be used [3, 
4]. However, the analysis error covariance is not the posterior covariance from the 
Bayesian perspective. While these two are equivalent in the linear case, the difference 
may become significant for nonlinear problems [5]. For the proper Bayesian posterior 
covariance a new approximation via the Hessian of the original cost functional is derived 
and its 'effective' counterpart is introduced. An approach for computing the analysis error 
covariance and posterior covariance in the matrix-free environment using Lanczos 
method with preconditioning is suggested. Numerical examples which validate the 
developed theory are presented for the model governed by the Burgers equation with a 
nonlinear viscous term. 
 
The authors acknowledge the funding through the Natural Environment Research Council 
(NERC grant NE/J018201/1), the Russian Foundation for Basic Research (project 12-01-
00322),  the Ministry of Education and Science of Russia, the MOISE  project (CNRS, 
INRIA, UJF, INPG) and Région Rhône-Alpes. 
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Localization in the ensemble Kalman filter (EnKF) is a technique to reduce the sampling 
error in the statistical relations between observations and model state variables. 
Localization is required for good results in applications of the EnKF to large atmospheric 
and oceanic models. The empirical localization algorithm described here uses the output 
from an observing system simulation experiment (OSSE) and constructs localization 
functions that minimize the root mean square (RMS) difference between the truth and the 
posterior ensemble mean for state variables. This algorithm can automatically provide an 
estimate of the localization function and does not require tuning of the localization scale. 
Moreover, the algorithm can compute an appropriate localization function for any 
potential observation type and state variable kind. 
 
The empirical localization algorithm is investigated in the dynamical core of the 
Geophysical Fluid Dynamics Laboratory (GFDL) B-grid model and the Community 
Atmospheric Model version 5 (CAM5). In the B-grid model, the empirical localization is 
computed for every observation type and state variable kind. The empirical localizations 
are Gaussian-like functions and have detailed structures for observations and state 
variables that are relatively close to each other. The empirical localization outperforms 
the best Gaspari and Cohn (GC) localization that is obtained by tuning the GC 
localization cutoff. In CAM5, the empirical localization function is computed for the 
horizontal and vertical separately, thus the vertical localization is explored. The 
horizontal empirical localizations are similar to the GC localization, but the vertical 
empirical localizations are much broader and have a nearly linear relationship with the 
natural logarithm of pressure for small separations between observations and state 
variables. The empirical localization in CAM also produces smaller RMS error than the 
GC localization that is routinely used for assimilation with CAM. 
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The 3DVar and 4DVar has come a long way since its beginning in the late 1980s and early 1990s. 

In variational data assimilation scheme, usually, the analysis fields are not in balance because of 

poorly defined background error covariance, insufficient observations, imperfect modal, and 

observation error. Some researches have been focused on using weak constraints to reduce the 

dynamic imbalance between model variables based on the idea that unbalanced initial conditions 

often generate high-frequency oscillations with amplitude larger than those observed in nature. 

One of the approaches is digital-filter initialization (DFI) proposed by Lynch and Huang (1992)[1]. 

Another approach is to use some physical constraint such as temporal and spatial smoothness 

penalty functions. Liang et al. (2007)[2] proposed a model constrained 3DVar (MC-3DVar) 

technique to apply the full physics and dynamics of numerical model as constraints in 3DVar. In 

MC-3DVar, the full physics and dynamics of numerical model act as low-pass filter (physical 

filter) which can dramatically reduce the high frequency oscillations in the analyses fields. In this 

study, the physical filter initialization (PFI) scheme used in 3DVar is extended to four-dimension 

and implemented in WRF-4DVar system with the cost function as 
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      (1). 

The first term of Eq.1 is as same as that in 3DVar. The second term is for distance between 

analysis and observations at time Ni ...2,1 . The third term is the penalty defined at 

time Mj ...2,1 .  

 

Idealized experiment and real case study were performed in this study using WRF-4DVar with 

PFI scheme. The results indicate that the high frequency oscillations are obviously eliminated 

using PFI scheme and the spin-up time is shortened. The analysis and forecast fields are analyzed 

carefully and comparision with general 4DVar and 4DVar with DFI scheme in this study.  
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It  is  hard  to  forecast  the  position  of  localized  weather  phenomena such  as  clouds,  
precipitation, and fronts. Moreover, cloudy areas are important since this is where most  
of  the  active  weather occurs.  Position  errors,  also  known  as  phase  or  alignment  or  
displacement  errors,  can  have  several  causes;  timing  errors  due  to  deficient model  
physics, inadequate model resolution, etc. Furthermore, position errors have been shown 
to  be  non-additive  and  non-Gaussian,  which violates  the  error  model  most  data  
assimilation methods rely on.  

Remote sensing data contain coherent information on the weather development in time  
and space. By comparing structures in radar or satellite images with the forecast model  
state it is possible to get information about position errors. We use an image registration 
(optical  flow) method to find a  transformation,  in terms of a displacement  field,  that  
aligns  the  model  state  with  the corresponding  remote  sensing  data.  The  estimated  
displacement field is used differently in variational and in hybrid ensemble/variational 
data assimilation.  

In the variational setting the displacement field is used as a mapping function to obtain a 
new,  better  aligned,  background  state  from  the  old one  by  means  of  interpolation  
(warping). To reduce the effect of imbalances, the aligned first guess is not used as is.  
Instead it is used for generation of pseudo observations that are assimilated in a first step 
to get an aligned and balanced first guess. This step reduces the non-additive errors due to 
mis-alignment and is followed by a second step with a standard variational assimilation 
to compensate for the remaining additive errors. 

In the hybrid ensemble/variational data assimilation a displacement field is estimated for 
each ensemble member and is used as a distance measure. In areas where a member has a
smaller displacement  (smaller  position error)  than the control it  is given an increased 
weight in the subsequent assimilation. It is also possible to first obtain an aligned and 
balanced background state based on variational assimilation of superobservations from a 
composite consisting of information from the best member (least position error) in each 
grid point.  

Results are presented from experiments done with both variational and ensemble data  
assimilation systems using satellite data from the SEVIRI instrument.  
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Four ensemble-variational data assimilation (DA) algorithms that can incorporate the time 
dimension (four-dimensional or 4D) and combine static and ensemble-derived background 
error covariances (hybrid) are formulated in general form and their relationships are discussed. 
These algorithms are: (1) the standard 4D variational (4DVar) employing ensemble-derived 
covariance (En4DVar), (2) the 4D ensemble-variational with non-time-propagating control 
variable (4DEnVar-NPC), (3) the 4D ensemble-variational with propagating localization 
(4DEnVar-PL), and (4) the 4DEnVar with non-propagating localization (4DEnVar-NPL). 
Those algorithms can be derived, with generalization in some cases, from existing ensemble 
and/or variational algorithms with or without adjoint (Lorenc 2003, Liu et al 2009, Zhang et 
al 2009, Buehner et al 2010). For comparison purpose, 4D ensemble Kalman filter (EnKF) 
with flow-following localization (4DEnKF-FL) and non-flow-following localization 
(4DEnKF-NFL) are also introduced. All of the above algorithms can be made hybrid by 
combining static and ensemble covariances, either through the extended control variable 
method or explicit method.  
 
It is shown mathematically that for a linear system, (1) hybrid En4DVar, 4DEnVar-PL and 
4DEnKF-FL are equivalent, while 4DEnVar-NPC, 4DEnVar-NPL and 4DEnKF-NFL are 
equivalent; (2) the adjoint model used in En4DVar and the huge perturbation matrix used in 
4DEnVar-PL for localization allow for flow-following time evolution of covariance 
localization but carry high software development and/or computational costs; (3) 
Non-propagating localization in 4DEnVar-NPC and 4DEnVar-NPL avoid adjoint and tangent 
linear models, but at the expense of losing flow-following covariance localization.  
 
Numerical DA experiments are performed with a one-dimensional advection model to 
confirm the mathematical equivalence among various algorithms, and to demonstrate the 
effects of non-propagating or non-flow-following localization.  
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138, 1550–1566.  
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assimilation scheme. Part II: Observing system simulation experiments with Advanced 
Research WRF (ARW). Mon. Wea. Rev., 137, 1687-1704. 
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4D-Var. Quart. J. Roy. Meteor. Soc., 129, 3183-3204. 
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An auxiliary data assimilation technique, called residual nudging, is proposed in order to monitor 
and, if necessary, adjust the distance (residual norm) between the predicted observation and the 
true observation.  
 
A rule for choosing the threshold of the residual norm is suggested, and two different methods are 
introduced in order to make the residual norm no larger than the specified threshold. In the first 
method, the objective of residual nudging is achieved by (potentially) introducing certain 
modification to the analysis mean after the observation is assimilated. Conceptually, this method 
is applicable to various data assimilation methods, including, for instance, the ensemble Kalman 
filter (EnKF) [3] and the particle filter [2].  
 
The second method is specific for the EnKF. The objective of residual nudging is achieved by 
modifying the mean update formula before the information content of the observation is 
incorporated. Such a modification is equivalent to tuning the covariance inflation factor in the 
EnKF. It is shown that, in order for the residual norm to be bounded in a certain interval, the 
corresponding covariance inflation factor should be bounded in an interval as well. The bounds of 
the covariance inflation interval are explicitly derived, and some implications of the analytic 
results are highlighted [1].  
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Various methods implementing non-Gaussian data assimilation are described in the literature. But 
all of them are either extensions of Gaussian-based methods (e.g. EnKF with anamorphosis) or 
Monte-Carlo based filters still inapplicable to high dimensional systems (e.g. particle filters) as 
mentioned in Snyder et al. [2008].

In this presentation,  we introduce an ensemble  filter,  the Multivariate Rank Histogram Filter  
(MRHF), which extends the Rank Histogram Filter (RHF) of Anderson [Anderson, 2010] in order 
to  apply  Bayes  theorem to  solve  the  full  non-Gaussian  problem.  While  the  RHF takes  into 
account non-Gaussianity only in the observed variables and the observations, the MRHF also 
deals with the joint non-Gaussianity of all variables. The data assimilation problem is solved by 
splitting the problem of estimating a joint density into a series of smaller problems of estimating  
conditional, one-dimensional densities. The MRHF analysis scheme is completely deterministic 
and reproducible, meaning no randomness is involved in the sampling process. The MRHF also 
presents  the  advantage to  perform an intrinsic  localization,  which considerably decreases  the 
number  of  particles  needed.  However  the  curse  of  dimensionality  still  strikes  when  the 
observations are overly scattered.

We  describe  a  series  of  experiments  on  several  small  case  benchmarks,  each  of  them 
corresponding to different levels of non linearity and non-Gaussianity,  and show that, in each 
case, the MRHF provides an appropriate correction to the prior ensemble. In the medium term,  
the MRHF will be implemented to solve the strongly non-Gaussian problem of the assimilation of  
ocean color data in physical-biogeochemical models, in the framework of the European project 
SANGOMA.
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Data assimilation applications with high-dimensional numerical models exhibit extreme 
requirements on computational resources. Good scalability of the assimilation system is necessary 
to make these applications feasible. Sequential data assimilation methods based on ensemble 
forecasts, like ensemble-based Kalman filters, provide such good scalability, because the forecast 
of each ensemble member can be performed independently. However, this parallelism has to be 
combined with the parallelization of both the numerical model and the data assimilation 
algorithm. In order to simplify the implementation of scalable data assimilation systems based on 
existing numerical models, the Parallel Data Assimilation Framework PDAF [1,2,3] has been 
developed. PDAF is suitable for educational use with toy models but also for high-dimensional 
applications and operational use [4]. PDAF is distributed as open source software.  
 
PDAF provides a framework for implementing a data assimilation system with parallel ensemble 
forecasts and parallel numerical models. For maximum efficiency, a single assimilation program 
can be built that includes both the model and the analysis step. A well-defined interface connects 
PDAF to the model as well as to the observations. To compute the analysis, PDAF provides 
several optimized parallel filter algorithms and smoothers. Included are ensemble filters like the 
Local Ensemble Transform Kalman Filter (LETKF) [5] and the Error Subspace Transform 
Kalman Filter (ESTKF) [6].  
 
We discuss the philosophy behind PDAF as well as features and scalability of data assimilation 
systems based on PDAF on the example of data assimilation with the finite element ocean model 
FEOM. 
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Hybrid data assimilation methods combine elements of ensemble Kalman filters (EnKF) and 
variational methods. While most approaches have focused on augmenting an operational 
variational system with dynamic error covariance information from an EnKF [1][2][4][5][8], we 
take the opposite perspective of augmenting an operational EnKF with information from a simple 
3D-Variational (3D-Var) method [7]. We wish to determine which aspects of the variational 
methods are necessary for successful application of a hybrid method. To this end we have 
developed the Hybrid Local Ensemble Transform Kalman Filter (Hybrid-LETKF), which 
improves analysis errors when using small ensemble sizes and low observation coverage versus 
either LETKF [3] or 3D-Var used alone on a Lorenz-96 model [6]. The results imply that for 
small ensemble sizes, allowing a solution to be found outside of the space spanned by ensemble 
members provides robustness in the hybrid method compared to LETKF alone. Finally, the 
simplicity of the Hybrid-LETKF design implies that this method can be applied operationally 
while requiring almost no modification to an existing operational 3D-Var system. Further tests 
exploring this potential using a global scale ocean model are underway. 
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Ensemble data assimilation systems are increasingly popular for a variety of applications, as
they provide a flexible alternative to large-scale variational systems. A number of different
versions of ensemble filters have been suggested and tested over the last two decades.

Even though Ensemble-DA has high potential, its theoretical justification is still under de-
velopment, both on the application side, testing the operational setup for different data
types, as well as on the mathematical analysis, looking into approximation properties with
ensemble-size small compared to the number of degrees of freedom in the model.

Localization is often used to reduce the effect of spurious long-range correlations and to
increase the effective size of the ensemble space. It is the goal of our work [1] to understand
the basic properties of localization. We derive deterministic error estimates for the EnKF
and study its dependence on localization both for the one-step analysis case and for the
assimilation of two kind of observations. We also derive the formula for an optimal local-
ization radius depending on the observation density and the observation error. The validity
of the theory is demonstrated by numerical experiments for several simple models using
LETKF [2].
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We wish to demonstrate how data assimilation techniques can be used to quantify model errors. 

Model error on a case by case basis is unknowable, as the governing equations cannot be solved 

completely and some processes cannot be represented by equations. However, information about 

the statistics of model error can be inferred from the observations. 

 

In order to achieve this, we incorporate a stochastic representation of model error which can be 

calibrated. This can be physically based, for instance the stochastic backscatter scheme, or be 

represented by a simple covariance model as used in the operational data assimilation. We then 

carry out a stochastic data assimilation using an ensemble DA method. The model in the 

ensemble is augmented by the stochastic term. The ensemble is then run on into a forecast. The 

predictions are verified by testing the hypothesis that the truth is a member of the population 

represented by the ensemble. 

 

Results are shown using an ensemble of 4dVars and comparing the stochastic backscatter and 

other physically based model error representations with that given by using a simple covariance 

model. These results can be used to inform the design of ensembles. They also give a measure of 

the quality of the deterministic model because the size of the model error is estimated 

independently of the uncertainty in the initial data. 
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Ensemble, variational, and hybrid data assimilation systems are compared using the WRF model 
for a set of regional and storm-scale data assimilation experiments. Five different data 
assimilation schemes are considered, including standard three-/four-dimensional variational 
methods (3D/4DVar), an ensemble Kalman filter (EnKF), and coupled ensemble-variational 
methods (E3DVar and E4DVar). The hybrid methods require that EnKF and 3D/4DVar run 
independent of one another with two coupling steps; the variational component uses the ensemble 
forecast mean and perturbations at the beginning of the observation time window, and the 
minimizing solution replaces the posterior EnKF mean after assimilating the available data. The 
coupled approach uses the ensemble-estimated error covariance to incorporate flow-dependent 
information into the variational analysis, while considering a full-rank climatological covariance 
estimate. Among the tested data assimilation methods, E4DVar is the most flexible. This 
approach can assimilate high volumes of asynchronous observations during the analysis, while 
taking into account flow-dependent information from the ensemble perturbations and adjoint 
model. These benefits provide E4DVar with theoretical advantages over the other tested data 
assimilation methods, especially at the mesoscale. 
 
In a month-long coarse-resolution cycling data assimilation experiment over the continental US, 
E4DVar significantly outperforms all other data assimilation methods in terms of 48-h root-mean 
square forecast error [1,2]. Most of the forecast improvements are observed in the lower-model 
levels for both dynamic and thermodynamic variables. E3DVar proved to be the second most 
effective method, followed by EnKF, 4DVar, and 3DVar over the month-long study. The EnKF, 
4DVar, and E4DVar methods are also compared in a weeklong convection-permitting experiment 
that uses the WRF model to simulate the genesis and rapid intensification of Hurricane Karl 
(2010). Routinely collected observations are assimilated, as well as dropsondes from the Pre-
Depression Investigation of Cloud Systems in the Tropics field campaign. The E4DVar method 
produces significantly more accurate 12 – 72 h forecasts in the vicinity of the developing tropical 
wave, when compared to the benchmark systems. Improvements in the wind and moisture fields 
translate into more accurate forecasts for the timing and location of genesis for this event. 
Furthermore, the hybrid variational scheme reduces the number of inner-loop iterations by about 
30% for multi-incremental 4DVar, owing to the smooth first guess and ensemble estimation of 
background error covariance. This study demonstrates the effectiveness of coupled ensemble-
variational data assimilation methods at the synoptic and mesoscale, while considering possible 
computational cost savings in the new system. 
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In this talk we focus on variational data assimilation, specifically, on both weak 
and strong constraint 4D-Var. 
 
The analyses provided by data assimilation are affected by errors in the data and 
in the model, as well as by errors in the misspecification of various error 
covariances. We develop aposteriori error estimates that quantify the effect of 
each of these errors on the analysis. The resulting estimates are of the form 
 

𝐸 Δ𝑥!! =< 𝛼,Δ𝑦 >   +  < 𝛽,Δ𝑀 >   +  < 𝛾,Δ𝑅 >   +  < 𝜃,Δ𝐵 >   
 
where E is a scalar metric of accuracy for the analysis, and <a, Δb>are dot 
products in appropriate spaces. The rigorous procedure to find the weights of 
each of the errors is a new methodology that will be presented in this talk. 
 
The application of the new error estimation methodology to relevant testcases 
will also be presented. 
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Abstract 
 
Reanalysis datasets are a crucial part of climate research, offering consistent sets of 
climate fields for use in the monitoring, simulation and prediction of climate variability. 
The quality of reanalysis fields depends strongly on the quality of background “first 
guess” fields and the proper specification of their expected errors relative to observational 
errors. Many modern Kalman filter based reanalysis systems use an ensemble of short-
range forecasts as first guess fields and their spread to specify their expected errors. In 
principle, such systems have a superior flexibility to make these specifications state-
dependent, i.e. “to go with the flow”, in a physically consistent manner. In practice, 
however, much of this potential advantage is lost because the spread of the forecast 
ensemble is often unrealistically low, necessitating an artificial covariance inflation to 
produce reasonable results. To what extent such misspecifications of the error 
covariances compromise the quality of existing reanalysis datasets is completely unclear 
at present. 
 
In this presentation, we will explore the potential impact on reanalyses of including 
physically based stochastic parameterizations (SPs) of atmospheric convection and other 
physical processes in the forecast model used for generating the first-guess fields. Proper 
inclusion of the SPs should substantially reduce the need for the artificial inflation of 
first-guess error covariances and lead to an improved relative weighting of the 
observations and first guesses in the reanalysis algorithm. We will discuss strategies of 
how the development of such SPs could be guided not only by physical considerations 
but also by assessing to what extent they lead to better probabilistic weather predictions 
and better representations of climate variability in long climate runs of the same forecast 
model.  
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A necessary ingredient of an ensemble Kalman filter is covariance inflation [1], used to 
control filter divergence and compensate for model error. There is an ongoing search for 
inflation tunings that can be learned adaptively. Early in the development of Kalman 
filtering, Mehra [2] enabled adaptivity in the context of linear dynamics with white noise 
model errors by showing how to estimate the model error and observation covariances. 
We propose an adaptive scheme, based on lifting Mehra's idea to the nonlinear case, that 
recovers the model error and observation noise covariances in simple cases, and in more 
complicated cases, results in a natural additive inflation that improves state estimation. It 
can be incorporated into nonlinear filters such as the Extended Kalman Filter (EKF), the 
Ensemble Kalman filter (EnKF) and their localized versions. We test the adaptive EnKF 
on a 40-dimensional Lorenz96 model and show the significant improvements in state 
estimation that are possible.  We also discuss the extent to which such an adaptive filter 
can compensate for model error, and demonstrate the use of localization to reduce 
ensemble sizes for large problems. 
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The assumed lack of covariance between parameters has reduced the amount of statistical 

information needed to draw a background error covariance. The auto-covariance of each 

parameter between different positions in space needs to be handled. There are usually in excess of 

    components of a field and so the spatial error covariance cannot be dealt with explicitly [1]. 

The spatial transform is the next stage of the covariance model. Spectral transform achieves 

approximately the non-correlation of errors by assuming that errors between spectral modes are 

uncorrelated. 

 

We commonly use spherical harmonics as a basis function for spectral transform [2]. To obtain 

the spectral coefficients, we conventionally take Fourier transformation and Legendre 

transformation which are line integrals on the sphere. In a cubed-sphere grid system based on an 

equi-angular coordinate, the unit vectors are not orthogonal [3]. If using that grid system, we 

should take a surface integral of the multiplication of spherical harmonics and a scalar function 

on the sphere. In this presentation, we show the detailed algorithm of the spectral transform on a 

cubed-sphere grid. We apply it to represent forecast errors for data assimilation. We present the 

resultant structure of forecast errors and the result of application to a three-dimensional 

variational system. 
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Nonlinear variational quality control provides a methodology for treating observations within a 

variational data assimilation in a way that accounts for the fact that, in practice, their effective errors 

are distributed according to probability densities whose tails are significantly heavier than those of a 

Gaussian. In this way the rare but potentially damaging gross errors infecting typical atmospheric 

measurements can be recognized and down-weighted automatically within the iterative variational 

assimilation algorithm without recourse to a separate procedure. Unfortunately, an undesirable 

consequence of some of the simplest popular models of non-Gaussian error is an implied cost function 

characterized by multiple-minima. This means that it is easy for the assimilation to become effectively 

"locked" into false solutions close to the initial background state of the iterations that either accepts 

observations that should actually be severely down-weighted, or fails to attribute sufficient weight to 

valid observations at variance from a badly misleading background to permit these good data from 

adequately correcting the bad background. A new probability model for representing realistic 

measurement errors, which generalizes the "logistic" distribution, corrects the defective characteristics 

of traditional nonlinear quality control by ensuring that the negative-log-posterior distribution preserves 

the property of convexity possessed by the negative-log-prior, and is therefore free of multiple minima. 

We report on parallel tests of the new quality control procedure within the operational gridpoint 

statistical interpolation scheme at NCEP, and address the problem of estimating the parameters of the 

new probability model from the diagnostics of the assimilation that are available to us. 
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Mercator-Ocean has developed a hierarchy of ocean analysis and forecasting systems designed to 

simulate the global ocean circulation (from 1/4° to 1/12°). These systems are based on the NEMO 

ocean/sea ice coupled model and the multivariate data assimilation system SAM2 (Système 

d’Assimilation Mercator V2). An extension of the coupling to the biogeochemical component using the 

PISCES model is also under development. However, up to now, in the real time operational applications, 

only the ocean component is controlled by the assimilation using in situ Temperature and Salinity vertical 

profiles, satellite Sea Surface Temperature and Altimetry. In practice, this assimilation scheme is based 

on a reduced order Kalman filter derived from the SEEK filter. The background error of the SAM2 

method is represented by an ensemble of multivariate state vectors defining a subspace of the control 

space. In the future, Mercator-Ocean has then planned to extend the assimilation control both to the sea 

ice component and to the biogeochemical component. For the ice model or the biogeochemical model, the 

prior ensemble defining the forecast error statistics could be built from a free simulation as it is done for 

the oceanic component. However, the distributions of variables like the sea ice concentration or the 

chlorophyll are particularly not Gaussian, breaking the assumption of the linear analysis concerning the 

background error. This property could be restored by application of an anamorphic transformation based 

on the prior ensemble. This study presents the transformation algorithm in the context of an application 

on the sea ice or the biogeochemical quantities. The method will be illustrated by multivariate 

representers showing the extrapolation from observed to unobserved non-Gaussian variables like the sea 

ice thickness. Results using simple analysis scheme will be also presented in order to evaluate the impact 

on the statistical estimation step. 
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With ever increasing model resolution, complexity of physical parameterisations, and complexity of 
observation operators the data-assimilation problem becomes more and more nonlinear. Traditional data-
assimilation methods like 4DVar and Ensemble Kalman Filters rely on Gaussian assumptions for the 
prior that are often not justifiable. Modern extensions to hybrid formulations do not solve this problem. 
Fully nonlinear data-assimilation methods are available, but typically prohibitively expensive in high-
dimensional settings. Perhaps most promising are particle filters, although the so-called ‘curse of 
dimensionality’ leads to degenerate filters and has hampered their use in the geosciences [1,2].  
 
Recently a breakthrough in efficient particle filters [3, see also e.g. 4] has let to successful applications in 
systems of dimensions up to 65,000 [5]. Moreover, the formulation is such that degeneracy will not 
occur by construction, removing one of the barriers of widespread application of particle filters in the 
geosciences.  
 
In this paper I will discuss what needs to be done to make particle filters useful for the real job, 
numerical weather forecasting, based on experience implementations in large-scale ocean models, 
coastal ocean models, and climate models. For instance, the importance of allowing for errors in the 
model equations (they are present and substantial, after all), and how to implement them will be 
discussed. Also, the practical advantages of using particle filters will be addressed. Specifically the fact 
that the quality of the initialization does not depend on the quality of the error covariances of the model 
state will be highlighted. This point should not be underestimated. Tens (hundreds?) of man/woman 
years have gone into developing accurate and efficient coding of the background error covariance in 
4DVar. Ensemble Kalman filters rely on estimates of state covariances from a relatively small ensemble, 
and suffer from ad hoc modifications such as localization and inflation. Particle filters do not have this 
problem, and activity can be redirected to where it is most badly needed, the model errors. This would 
have the additional advantage of making data-assimilation a much more useful tool for model 
improvement. 
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The convergence of variational data assimilation algorithms for high dimensional non-linear 
systems is an important issue. The approach currently in use in most of the operational 
applications is known as Multi-Incremental 4D-Var or Perturbed Gauss Newton (PGN) where the 
inner problem of the Gauss Newton algorithm is solved with a succession of reduced resolution / 
simplified physics approximations of increasing complexity of the original problem. However 
this algorithm is known to converge toward a minimum that is different from that of the original 
problem. As a result of this the number of iterations has to be limited in order to avoid the risk of 
divergence.  
 
By controlling the error made between successive approximations one can derive a more robust 
algorithm that will converge toward the original minimum provided the right conditions are 
fulfilled. These conditions can easily be verified and the additional cost is modest compared to 
PGN. Applying this algorithm to the outer iteration of the Gauss Newton algorithm instead can 
bring a further improvement by reducing the risk of getting stuck in a local minimum. 
 
These algorithms are part of recent developments of the NEMOVAR system, which is a state-of-
the-art variational data assimilation system dedicated to NEMO the European ocean community 
model. NEMOVAR is used in two major operational centres in its 3D-Fgat configuration. 
The general NEMOVAR framework and the different algorithms will be presented, they will be 
applied to realistic ocean configurations and their relative merits will be compared. Moreover 
difficulties related to the specificities of the ocean will be discussed since both algorithms 
requires the use of operators allowing to project system states from one resolution to another, 
which could be delicate for ocean applications due to complex boundaries 
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 Given an ensemble of forecasts, it is possible to determine the ensemble sensitivity 

(ES), i.e., a linear combination of the forecasts that, given the choice of the perturbation 
norm and forecast interval, will maximize the growth of the perturbations (Enomoto, 2007, 
Matsueda et al., 2010). Because the leading ES vector indicates the directions of the fastest 
growing forecast errors, we explore the potential of applying the ES in Ensemble Kalman 
Filter for correcting fast growing errors. We construct the ES within a quasi-geostrophic 
multi-level channel model and use the Local Ensemble Transform Kalman Filter (LETKF) 
for the data assimilation experiments. We confirm that even during the early spin-up the 
final ES with a 6-h forecast window is strongly related to the background errors. Thus the 
ES has the potential to improve data assimilation methods through the correction of fast 
growing errors. A positive impact is found when using the initial ES as the additive 
perturbations to inflate the analysis ensemble compared with optimal random perturbations. 
 
 

When an Ensemble Kalman Filter (EnKF) is “cold-started” from random 
perturbations, it has a long spin-up period. The “running in place” (RIP) method has been 
introduced to accelerate the EnKF spin up by improving the accuracy of the mean state and 
the structure of the flow-dependent error covariance. Under the LETKF-RIP framework of 
the QG model, the ES is applied to rotate the ensemble perturbations to align along the fast 
growing errors. Results suggest that using the ES further improves the accuracy of the 
LETKF-RIP analysis without enlarging the ensemble size, by effectively projecting the 
ensemble perturbations onto the fast growing directions. 
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Hybrid variational-ensemble data assimilation has been the focus of research and applications in 
recent years. The advantages of hybrid methods are generally due to using an error covariance 
that has both full rank and flow dependence, as well as being able to account for nonlinearities of 
the model and observation operators. A common characteristic of hybrid methods is that 
nonlinearity is addressed through its variational component that typically employs an iterative 
minimization to numerically obtain the optimal solution.  However, since variational data 
assimilation is searching for the solution in model or observation spaces, both of very high 
dimensions, the mathematically correct solution equation has to be approximated. This eventually 
results in numerous minimization iterations with undesirable impact on efficiency and accuracy 
of the analysis solution.  
 
In this presentation we will present a new hybrid-variational data assimilation method that has a 
potential to overcome the above deficiencies of current hybrid methods. The reduced efficiency 
of iterative minimization in variational methods can be traced back to Hessian preconditioning. 
The approach adopted here is to develop a hybrid method that includes an optimal Hessian 
preconditioning based on the inverse square root of the Hessian matrix. This preconditioning 
method is implicit, being embedded in data assimilation algorithm.  
 
The new hybrid method will be evaluated in the context of cloud-resolving data assimilation with 
the Weather Research and Forecasting (WRF) model. A special attention will be given to the 
interaction of hybrid error covariance and Hessian preconditioning, as well as to examining the 
structure of hybrid error covariance. The presentation will also address the issues relevant to 
future development of hybrid variational-ensemble data assimilation.   
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The  standard  implementation  of  particle  filters  (using  sequential  importance  resampling)  is  
unfeasible  in  large  dimensional  geophysical  systems.  The ensemble  of  particles  is  known to 
collapse (degeneracy phenomenon) when the number of independent observations is large [1,3]. 
An alternative is to use proposal densities other than the likelihood. In particular,  [2] and [3]  
present  an  efficient  particle  filter  which  combines  two  elements  (a)  nudging  towards  future 
observations and (b) a step for the stabilization of the particle weights.

In this work we explore another type of proposal density in which the nudging is ‘optimal’. In 
this case, a 4DVar is performed in each one of the particles. Starting with the linear case, we  
explore the statistical characteristics of these families of 4DVars and their use within the particle  
filter setting. In the nonlinear case, these characteristic are not straightforward; we try to shed  
light in these issues.

We  start  in  a  perfect  model  setting  using  ensembles  of  strong  constraint  4DVars.  We  then 
introduce model error and study the characteristics of families of weak constraint 4DVars, but 
also strong constraint 4DVars where the model error is ignored in the cost function (as is often  
done  in  practice).  The  consequences  on   the  weights  of  the  particles  are  analyzed,  and 
recommendations on the use of 4DVars as proposal densities will be presented.
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With wildfires burning tens of millions of acres per year and threatening the lives and property of  
numerous people.   There is increasing interest  in predicting the spread and intensity of these 
outbreaks with precision.   New data sources  from satellites and airborne cameras provide an  
opportunity  to  improve  the  fire  forecasts  with  accuracy  unattainable  using  computational 
modeling alone.  Naturally, researchers have begun exploring the application of data assimilation 
to these models to improve their accuracy in real time predictions.

While robust data assimilation methods have been developed for traditional weather forecasting 
domains, these methods tend to fail when applied to wildfire models due to the unique nature of  
the error statistics.  In particular, standard localized sample covariance estimates can be shown to  
provide  particularly  poor  representations  of  the  true  error  statistics  using  reasonable  sized 
ensembles.   We  show  that  one  can  improve  sample  correlation  estimates  dramatically  by 
representing the covariance matrix as diagonal in a wavelet basis similar to the method presented 
in [2].  This representation provides the same benefits as covariance tapering at a significantly 
reduced  computational  expense.   In  addition,  the  wavelet  basis  can  better  reproduce  local  
correlations with fewer samples than tapering alone.  It can also be demonstrated that the wavelet 
method is capable of resolving non-uniform error distributions and local features of the fields 
making it much more suitable for covariance estimation of wildfire models than other related 
methods based on the Fourier transform.

The wavelet-based covariance estimate can be used in the ensemble Kalman filter (EnKF) in 
place of the sample covariance to produce a method with many of the same benefits as other 
localized  filtering  methods[1].   However,  the  wavelet  EnKF  is  much  more  computationally 
efficient  and  easier  to  implement  because  the  covariance  is  represented  by  a  simple  block 
diagonal structure.  In this form, the EnKF becomes simply a manipulation of diagonal matrices 
for each pair of variables in the model.

The results obtained here use a large number randomly generated fires from the non-coupled 
SFIRE wildfire model[3].  Each sample is generated from a randomly chosen ignition point and 
model  parameters.   We compare the covariance  and cross-covariance  estimates  derived from 
various methods to a large sample estimate calculate  the representation error for a variety of  
cases.  Finally, we apply this covariance representation to the wavelet EnKF as in in a simple  
experimental framework showing benefits compared to standard tapered covariance estimates. 
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Efficient  implementation  of  the  ensemble  Kalman  filter  (EnKF)  requires  the  use  of  ad  hoc 
techniques  such  as  inflation  and  localization.  They  are  meant  to  compensate  for  the  
misspecification of the background errors (from a previous ensemble forecast) that often leads to  
underestimated analyzed errors. Aside from external sources of noise, such as model error, the 
main  intrinsic source of error in the EnKF is sampling error.  To account for those sampling  
errors, it is possible to derive a new prior in place of the usually assumed Gaussian prior of the 
traditional EnKF. This defines the so-called finite-size EnKF (EnKF-N). It has been tested on a 
wide range of 1D and 2D-toy models, where it does remove the need to tune and apply inflation 
to cope with sampling errors [1]. 

A dual formulation of the EnKF-N has also been derived [2].  It  shows that EnKF-N is very 
similar  to  a  traditional  deterministic  EnKF,  with  a  multiplicative  inflation  specified  by  an 
algebraic  equation.  This  shows  in  return  that  sampling  errors  are  better  dealt  with  by 
multiplicative inflation (or  the  EnKF-N).  The dual  EnKF-N can also be seen as  an adaptive 
inflation scheme and it is compared to other adaptive inflation schemes.

In addition to the new light this approach sheds on the EnKF, it is also practically useful when 
developing and testing new methods on low-order data assimilation systems because it avoids the 
burden of tuning inflation on systematic numerical tests.
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 Parameter estimation is a promising extension of data assimilation techniques that 
provides an optimal value for the uncertain model parameters, based on the information provided 
by the observations and the sensitivity of the model to the parameters. One of the main issues of 
this technique is that model errors can produce noisy oscillations in the value of the estimated 
parameters. In this work the Lorenz's 1963 model is used to study the performance of parameter 
estimation in the context of an imperfect model. The Ensemble Kalman Filter (EnKF) is used to 
estimate one of the three parameters that appears in the model equations while the other two 
parameters are set to an incorrect value in order to simulate the effect of model error (imperfect 
model). Under these conditions, the estimated parameter shows high temporal variability during 
the assimilation cycle.  
 
 In further experiments an Smooth Ensemble Kalman Filter (SEnKF) [1] has been applied 
by adding a new restriction over the time derivative of the estimated parameter which results in a 
reduction of its temporal variability. The analysis and short range forecast error has been 
quantified in order to evaluate the impact of the SEnKF upon the assimilation cycle. Results 
shows that SEnKF is a promising approach that can improve the short range forecast by reducing 
the effect of model error upon the estimated parameters. 
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The major assumption made in both variational and ensemble based data assimilations systems is that the 
background and observational errors are Gaussian distributed. 1DVAR humidity retrieval systems also 
make this assumption. One such system is the CIRA 1-Dimensional Optimal Estimator (C1DOE). This is 
a satellite microwave brightness temperature retrieval system that is designed to find the best Gaussian 
estimation for temperature and moisture. However, we know that moisture variables are not always 
Gaussian distributed throughout the year or across the whole domain of the Earth (e.g., humidity > 0%). 
However, assuming a Gaussian distribution for positive definite variables can allow unphysical negative 
values as a possible solution to the 1DVAR scheme. A logarithmic transform can be used to overcome 
this, but may not be consistent with the modal solution of the maximum likelihood estimation problem. In 
this work, we test three different approaches over Japan against a GPS network for validation, 
investigating seasonal variability. The three approaches are: 1) assumed Gaussian, 2) logarithmic 
transform and 3) the mixed Gaussian-lognormal distribution. Using each approach and the independent 
GPS validation data source, we quantify the observed non-Gaussian error behaviors. 
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In data assimilation using ensemble Kalman filter methods localization is necessary to make the 
method work within the constraints of geophysical systems. For the LETKF, domain localization 
(DL) and observation localization (OL) are typically used. Even though localization is widely 
used, no criteria for the choice of an optimal localization radius are known yet. 
 
In idealized twin experiments with the Lorenz-96 model and a wind-driven shallow water model 
we investigate the dependence of the localization radius to the ensemble size for different 
localization functions.  It turned out that for DL, if the ensemble size is small compared to the 
state dimension, there is a linear dependence of the optimal localization radius to the ensemble 
size. This can be related to other localization functions by considering the effective observation 
dimension oeff. This quantity is defined as the sum of the observation weights and is taken as a 
measure of the degrees of freedom that are available in the ensemble for assimilation. 
 
Based on the results, we propose an adaptive localization method. This method aims to keep oeff 
constant and adapts the localization radius accordingly. Thus, in dense regions the localization 
radius can be reduced and in sparse regions increased. In order to account for regions with very 
sparse observations, one has to limit the maximal localization radius, so that observations beyond 
a certain distance are not used any more. 
 
We present first results of this method for different observation densities and show the effect of 
the adaptivity.  
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The background error covariance is essential in data assimilation for spreading out information 

spatially especially in data-sparse areas, providing statistically consistent and dynamically 
balanced increments at the neighbouring grid points and levels of the model [1]. The full 

representation of the matrix is impossible because of the huge size, so the matrix is constructed 

implicitly by means of a variable transformation.  
 

Background state is derived from a short numerical forecast, and so background errors share 

properties with forecast errors [2]. Forecast error statistics were based on Community 
Atmosphere Model-Spectral Element (CAM-SE) model runs every 6 hours for 31 days. CAM-SE 

is built upon the cubed-sphere grid, where the grid points are located at Legendre-Gauss-Lobatto 

(LGL) points on each local element of 6 faces on the sphere. We used the cubed-sphere geometry 

based on the spectral element method which is better for parallel application to apply control 
variable transform. 

  

The variable transformation from model variables to a set of control variables whose errors were 
assumed to be uncorrelated was developed on the cubed sphere-using Galerkin method. The 

motivation of the control variable transform is to capture the properties of B without the need for 

an explicit matrix [2]. Winds were decomposed into rotational part and divergent part by 
introducing stream function and velocity potential as control variables. The dynamical constraint 

for balance between mass and wind were made by applying linear/nonlinear balance operators. 

The statistical structure of forecast errors will be presented for the basic model variables (T, u, v, 

etc.) and control variables (stream function, velocity potential and unbalanced geopotential height, 
etc.).  
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Forecasts used in variational data assimilation schemes for the atmosphere and ocean often 
exhibit significant position errors. These errors are particularly difficult to correct in data 
assimilation because they are usually not normally distributed. In addition, in the case of 
atmospheric data assimilation of cloud-related quantities, complications arise from the fact that 
cost function gradients are zero in cases where the first guess does not produce clouds or 
precipitation, making it difficult to correct cases where observed and predicted areas of clouds or 
precipitation do not coincide. A number of approaches have been proposed to measure and 
correct position or phase errors, ranging from techniques originating from image processing such 
as “image warping” or “morphing” [1] and “optical flow” [2], object-oriented verification 
measures [3], to alignment approaches aimed at data assimilation improvements [4]. 
We present an implementation of a displacement scheme to correct phase errors based on the 
feature calibration and alignment procedure described in Grassotti et al. [5].  In its original 
formulation, a set of two-dimensional displacement vectors is applied to forecast fields to 
improve the alignment of features in the forecast and observations. These displacement vectors 
are obtained by a nonlinear minimization of a cost function that measures the misfit to 
observations, along with a number of additional constraints (e.g., smoothness and non-divergence 
of the displacement vectors) to prevent unphysical solutions.  Results from this implementation 
will be compared with a more recent implementation within the WRF-Var algorithm, in which 
the nonlinear minimization is replaced by the (linear) conjugate gradient inner-loop minimization 
combined with outer loop nonlinear adjustments, and the ad-hoc penalty function constraints are 
replaced by an error-covariance representation of the displacement vectors (analogous to the 
regularization proposed by Nehrkorn et al. [6]). Approaches to deal with questions of model 
imbalance will be described for the example of the WRF model.   
Additional URLs:  
http://www.mmm.ucar.edu/wrf/users/workshops/WS2012/ppts/9.4.pdf 
http://www.emc.ncep.noaa.gov/GEFS/prod-review/posters/Nehrkorn_phase-errors.pdf 
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Ensemble square-root Kalman filters are currently the computationally most efficient ensemble-
based Kalman filter methods. In particular, the Ensemble Transform Kalman Filter (ETKF, [1]) is 
known to provide a minimum ensemble transformation in a very efficient way. A similar filter 
algorithm is the Singular Evolutive Interpolated Kalman (SEIK, [2]) filter. In contrast to the 
ETKF, the SEIK filter solves the estimation problem of the Kalman filter directly in the in the 
error-subspace that is represented by the ensemble. Further, the matrix square roots computed in 
the analysis step of the filters are distinct. Comparing both filters shows small differences 
between their ensemble transformations, while their state estimates are identical if the same 
forecast ensemble is used for the analysis. To obtain the minimum transformation also with a 
filter using directly the error subspace, a new projection onto the error subspace is introduced. It 
leads to the Error-Subspace Transform Kalman Filter (ESTKF, [3]). The ESTKF shows a slightly 
lower computational cost compared to the ETKF. Using numerical experiments with the parallel 
data assimilation system PDAF [4,5, http://pdaf.awi.de], we show that also the SEIK filter can 
profit from the use of a symmetric matrix square root. In addition, the effect of the new projection 
in the ESTKF is shown.  
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Whole Atmosphere Model (WAM), developed by extensions of the vertical domain and 

functionality of NCEP’s Global Spectral Model (e.g. [1]), in preliminary free runs showed a 

remarkable ability for research and study of the middle and upper atmosphere.  The model was 

combined with corresponding extensions of NCEP’s data assimilation system and successfully 

applied for simulation of phenomena such as sudden stratospheric warming [2].  One of the 

problems noted in this, as well as in other similar studies (e.g. [4]), is that techniques of non-

incremental filtering applied for balance of the initial field result in an excessive damping of the 

atmospheric tides, which represent an important feature of the upper atmosphere.  At the time, 

this problem was addressed by application of technique of incremental analysis update [2,3,4].  

 

In the present study an alternative approach is considered, based on modifications of the balance 

imposed on the analysis increment of NCEP’s 3DVAR data assimilation system, through a 

tangent-linear normal mode strong constraint [5]. A straightforward application of this constraint 

in WAM, where the upper part of the domain does not have enough observations, results in an 

erroneous adjustment of the analysis.  This situation is attributed to the large amplitudes of the 

vertical modes in the upper portion of the domain, which are presumable consequence of a 

physically unjustifiable reflection from the upper lid boundary and a very low density of the 

upper atmosphere.  The problem is solved by damping of the vertical modes in the formulation of 

strong constraint and by a selective application of digital filtering at the beginning of integration.  

The effect of these interventions on initialization of the lower atmosphere and on preservation of 

tides in the upper is analyzed.   

 

Since NCEP, as many other centers, is planning to increase height of the vertical boundary of its 

operational global model in the near future, a study of various approaches to initialization in 

situation when the upper atmospheric perturbations are present has a general significance.   
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Particle filters may be cast in the form of sequential importance sampling and thus allow the 
choice of a proposal density.  This choice is known to be crucial to the performance of the 
algorithm.   We show that the asymptotic arguments of Bengtsson et al. (2008) and Snyder et al. 
(2008) apply directly to the "optimal" proposal density, in which new particles are drawn at each 
observation time from a distribution that is conditioned on the new observations and which 
minimizes the variance of the particle weights over different realizations of particles drawn from 
the proposal density.  The asymptotic results demonstrate that the ensemble size required for the 
optimal proposal to avoid degeneracy of the particle-filter update (i.e., the situation in which a 
single particle receives a weight very close to 1) will grow exponentially with an appropriately 
defined measure of the problem size.  At the same time, the asymptotic results indicate that the 
ensemble size needed may be dramatically smaller for the optimal proposal than for the standard 
proposal, in which new particles are drawn by evolving particles from the previous time under the 
system dynamics.  For linear, Gaussian systems, an explicit expression for the exponent can be 
derived and the exponent for the standard proposal is always larger than that for the optimal 
proposal.  The degree to which a smaller ensemble is feasible with the optimal proposal depends 
crucially on the magnitude of the system noise.   
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We introduce a new hybrid EnKF (ensemble Kalman filter)/4D-VAR (four-dimensional 
variational) approach to mitigate background covariance limitations in the EnKF. The work is 
based on the adaptive EnKF (AEnKF) method which bears a strong resemblance to the hybrid 
EnKF/3D-VAR (three-dimensional variational) method. In the AEnKF, the representativeness of 
the EnKF ensemble is regularly enhanced with new members generated after back projection of 
the EnKF analysis residuals to state space using a 3D-VAR (or OI - optimal interpolation) 
scheme with a preselected background covariance matrix. The idea here is to reformulate the 
transformation of the residuals as a 4D-VAR problem, constraining the new member with model 
dynamics and the previous observations. This should provide more information for the estimation 
of the new member and reduce dependence of the AEnKF on the assumed stationary background 
covariance matrix. This is done by integrating the analysis residuals backward in time with the 
adjoint model.  
 
Numerical experiments are performed with the Lorenz-96 model under different scenarios to test 
the new approach and to evaluate its performance with respect to the EnKF and the hybrid 
EnKF/3D-VAR. The new method leads to the least root-mean- squared estimation errors as long 
as the linear assumption guaranteeing the stability of the adjoint model holds. It is also found to 
be less sensitive to choices of the assimilation system inputs and parameters.  
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For numerical weather prediction, covariance plays a very important role in both ensemble and 

variational data assimilation.  This research discusses possible applications of Green’s function to 

covariance analysis.  Since Green’s function is an integral kernel that it can be used to solve 

partial differential equations for analysing the spatial statistical behaviour of forecasting error.  

By analysing error spectral statistics of Green’s function, the linkage between the Green’s 

function and covariance can be established.  For example, from the Helmholtz differential 

equation for forecast error statistics, the covariance is the square of the Green’s function after it 

performs the spectral transform.  The possible use of Green’s function for variational and 

ensemble data assimilation will also be discussed. 
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Data assimilation algorithms can typically be expressed mathematically by a few generic 
equations involving a small set of abstract vectors and operators. These equations do not 
depend on the details of a specific numerical forecast model, and can be applied to many 
different systems. By contrast, the implementations of most data assimilation algorithms 
are highly model specific, so that it is impossible to take an algorithm implemented for 
one model and apply it to another. 
 
The ECMWF Integrated Forecasting System (IFS) is a world-leading data assimilation 
system for NWP. It has developed organically, in collaboration with Météo-France, over 
more than 20 years. During this time, the data assimilation algorithm has become so 
intertwined with the numerical model, and with the particular representation of the state 
and observations, that it would be impossible to separate the algorithm from the model. 
Moreover, the code makes many implicit assumptions, for example about the order in 
which certain calculations are performed. This makes it extremely difficult to implement 
new algorithms that may, for example, require computations to be performed in a 
different order. The sheer complexity of the code has become a barrier to scientific 
development and collaboration. 
 
To address these issues, ECMWF is developing the Object-Oriented Prediction System 
(OOPS). The aim is to use modern computer techniques and languages (specifically, 
object-oriented programming and C++) to provide a clean, and above all flexible 
framework for data assimilation that separates the algorithm from its specific 
implementation in any one model. We believe that such a framework will improve 
productivity, encourage scientific collaboration, and provide a valuable tool that will 
allow the rapid transfer of research developments into practical applications. 
 
OOPS currently incorporates a selection of data assimilation algorithms, including 
strong- and weak-constraint 4D-Var, 4D-Ens-Var and 3D-Var, together with two 
different simple models: the Lorenz 1996 model and a quasi-geostrophic channel model. 
OOPS has already proved itself to be a useful tool with which to investigate novel data 
assimilation algorithms and minimization techniques. It has also clearly demonstrated 
that algorithms developed using one model can be readily transferred to another model 
without any recoding. Work to incorporate ECMWF’s IFS model into the OOPS 
framework is well underway. 
 
We will present an overview of the OOPS system. We will demonstrate how, through 
careful design, data assimilation algorithms can be separated from the details of any 
particular model. We will also show how OOPS allows models implemented in Fortran to 
be interfaced in a clean, machine independent way, to an object-oriented data-
assimilation layer written in a different computer language. 
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Objective knowledge on probability distributions of atmospheric model tendency errors is 

needed both in ensemble prediction and ensemble data assimilation. In order to identify 

and estimate a model for model errors, a sample of real model errors (the training sample) 

is needed. The question whether such a sample can be obtained (at observations 

locations) by comparing model tendencies with observed tendencies is addressed in this 

study. 

 

In predictability experiments with simulated model errors and the limited-area COSMO 

model, reproducibility of model errors from finite-time model-minus-observed tendencies 

is studied. It is found that in 1-h to 6-h tendencies, model errors appear to be too heavily 

contaminated by noises due to, first, initial errors and, second, trajectory drift as a result 

of model errors themselves.  The resulting reproducibility error is far above the 

acceptable level. The conclusion is drawn that accuracy and coverage of current routine 

observations are far from being sufficient to reliably estimate model errors. 
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It is known that the ensemble Kalman filter (EnKF) can estimate state variables properly using a 

relatively small ensemble size. Using an ensemble of much smaller size, however, the EnKF 

requires regularization of an ensemble covariance matrix that reduces spurious correlations 
between variables defined on distant grid points. One of the methods is localization of the 

ensemble covariance matrix using a correlation function that has a compact support. 

 

The present study proposes an alternative method for regularizing the ensemble covariance matrix. 
The method assumes conditional independence between variables which is realized by imposing 

zero elements in the inverse matrix of the original covariance matrix. The EnKF is reformulated 

on the basis of the inverse covariance matrix. Since a graphical model is used in modeling the 
conditional independence, I call the present filtering method a graph-based EnKF (GEnKF). A 

numerical experiment using the Lorenz 96 model demonstrates that the GEnKF surely reduces 

spurious correlations and provides reasonable state estimates. 
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OpenDA is a data-assimilation toolbox that aims to be useful for a wide range of applications. It 
has been applied to a range of applications ranging from calibration of river flow models, to  
Kalman  filtering  for  spectral  wave-models.  The  object-oriented  approach  makes  the  data-
assimilation algorithms fully independent of the model, which allows for a very easy exchange of  
research developments from one application to another. 

Several methods have been developed for coupling models to OpenDA. The easiest method  for 
coupling uses the input files and output files of the model. A small number of additional 
subroutines to read and write the model specific formats are all that is needed. Parallel computing 
of ensemble members can be configured without additional programming effort. Asynchronous 
assimilation reduces the overhead of the restarts needed at analysis times in this approach.
On the other end of the scale, an in-memory coupling with use of MPI for parallel computing 
makes better use of a larger number of nodes. Parallel computing of ensemble members as well as 
parallel domains can be employed simultaneously if desired.

Several applications will highlight the range of applications, algorithms and coupling methods 
available. 

The latest release, version 2.1 is freely available on our website http://www.openda.org. We 
encourage a free exchange of ideas and code in this open-source project.
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Variational data assimilation (Var) problems in meteorology and oceanography require the 
solution of a regularized nonlinear least-squares problem. Practical solution algorithms are based 
on the incremental approach which involves the iterative solution of a sequence of linear least-
squares (quadratic minimization) sub-problems. Each sub-problem can be solved using a primal 
approach where the minimization is performed in a space spanned by vectors of the size of the 
model control vector, or a dual approach where the minimization is performed in a space spanned 
by vectors of the size of the observation vector. The dual formulation can be advantageous for 
two reasons. First, the dimension of the minimization problem with the dual formulation does not 
increase when additional control variables, such as those accounting for model error in a weak-
constraint formulation, are considered. Second, whenever the dimension of observation space is 
significantly smaller than that of the model control space, the dual formulation can reduce both 
memory usage and computational cost. 
 
This presentation describes recent work in developing the dual approach for two operational 
ocean Var systems. One is a global ocean 3D-Var system for the NEMO model, while the other is 
an eddy-resolving regional 4D-Var system for the ROMS model. NEMO employs the Restricted 
B-preconditioned Conjugate Gradient (RBCG) method ([2]), while ROMS employs the 
Restricted B-preconditioned Lanczos (RBLanczos) method ([4]). RBCG and RBLanczos, and the 
corresponding B-preconditioned Conjugate Gradient (BCG) and Lanczos (BLanczos) algorithms 
used in the primal approach, generate mathematically equivalent iterates and require the same 
number of applications of the standard operators H, HT, B and R-1 needed in Var. Furthermore, 
all these algorithms can be implemented without the need for a square-root factorization of B, 
which is convenient with general B formulations such as those used with ensemble and hybrid 
ensemble Var. Numerical results comparing the dual and primal algorithms in NEMO and ROMS 
will be presented. Extensions of this work to account for multiple outer-loop iterations and 
second-level preconditioners based on Limited-Memory Preconditioners such as Quasi-Newton 
and Ritz ([1], [3]) will also be described. 
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Effective simulation of diurnal features is an important aspect of many geophysical data 

assimilation systems. For the Martian atmosphere, thermal tides are particularly prominent and 

contribute much to the martian atmospheric circulation and dust transport. To study the Mars 

diurnal features (or thermal tides), data assimilation based on the GFDL Mars Global Climate 

Model (MGCM) with the 4D-Local Ensemble Transform Kalman Filter (4D-LETKF) is used to 

perform a reanalysis of satellite observed temperature retrievals. Since the traditional 6-hr 

assimilation cycle induces spurious resonance in the Kelvin waves represented in both surface 

pressure and mid-level temperature, different assimilation window lengths are introduced in 4D-

LETKF. In order to compare the performances of different assimilation window lengths, 6-hr and 

12-hr forecasts based on the hour 00 and 12 reanalysis are evaluated and compared. The shorter 

windows show improved forecast root mean square difference with respect to observations, and 

not only removes the spurious resonance but also improves the analysis of  the 50-pa temperature, 

wave number 2, and westward propagating semi-diurnal wave . 
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Localization is essential in an ensemble-based Kalman filter data assimilation scheme, due to the 

practical necessity of using a limited number of ensemble members. 

 

The vertical localization of satellite radiances is less straightforward to implement than for other 

observation types in a local algorithm such as LETKF [1] because these data are an integrated 

measure sampling different layers of the atmosphere. 

 

The use of radiances from AMSU-A and MHS sensors has been investigated in the CNMCA 

operational data assimilation system based on the LETKF algorithm [2,3]. The assimilation of 

these satellite radiances has been tested applying different localization strategies. Other aspects of 

data assimilation (e.g. quality control, radiance bias correction, etc.) has been handled in order to 

obtain positive impact in the operational NWP system.  
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Lagrangian data assimilation involves using observations of the positions of passive drifters in a 
flow in order to obtain a probability distribution on the underlying Eulerian flow field; for 
example, positions of rafts released into the ocean can be assimilated in order to estimate the 
currents in the ocean.  This framework has several complications that differ from some traditional 
data assimilation frameworks.  First, as in many geophysical applications, the dimension of the 
flow variable is very high (10^6).  However, unlike many atmospheric applications, the 
dimension of the observations (e.g. the drifter variable) is relatively low dimensional; if we have, 
say, 10 drifters, then the dimension of the drifter variable would be 20.  The second main 
complication is the highly nonlinear, chaotic nature of the Lagrangian trajectories of the drifters.  
Even if the flow itself evolves linearly, the evolution of the drifters will be highly nonlinear. 
 
These complications lead to disadvantages with traditional sequential data assimilation methods.  
The first traditional method is the ensemble Kalman filter (EnKF).  This method works well for 
high-dimensional problems when localization is included, and when the true posterior distribution 
is close to Gaussian.  However, its disadvantage becomes clear when dealing with strongly non-
Gaussian distributions (which arise from the nonlinear evolution of the drifters): the posterior 
distribution of the EnKF will be closer to a Gaussian than the true (Bayes) posterior.  The second 
traditional method considered here is the particle filter.  This method approximates the true Bayes 
posterior when enough particles are used; however, the necessary number of particles has been 
shown to increase exponentially in a variable related to the system dimension [1].  Therefore, the 
particle filter is intractable when applied to a problem with a high-dimensional state vector. 
 
To avoid these disadvantages, we propose a hybrid particle-ensemble Kalman filter (based on the 
hybrid grid-particle filter of Salman [2]).  Generally, the state vector will include both the flow 
variable and the drifter variable, and the distributions will be approximated by a weighted sum of 
particles.  The distribution on the drifter variables will be updated according to the particle filter 
analysis step, but the distribution on the flow variables will be updated according to the ensemble 
Kalman filter.  This method is more computationally intensive than a basic EnKF, but will 
approximate the highly non-Gaussian distributions on the drifters better than an EnKF.  We 
present results of this hybrid method applied to the shallow water equations, a common model 
used in testing Lagrangian data assimilation schemes.  
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As a first step toward weak-constraint 4D-Var/4D-EnsVar, the Global Modeling and 
Assimilation Office (GMAO) is revisiting its 3D-Var formulation using the Incremental 
Analysis Update (IAU) procedure of Bloom et al. (1996). Typical applications of IAU to 
3D-Var are inconsistent in that the variational procedure assumes the model to be 
unbiased and seeks for a correction to the initial condition, while IAU leaves the initial 
condition untouched and requires a constant forcing (tendency) term to be applied to the 
model during a 6-hour filtering period as if the model were biased within this period. The 
benefits from the filtering properties of IAU are undeniable, but the structures of the 
tendency forcing terms provided to the model by the 3D-Var solutions appear 
suspiciously large and are not quite consistent with typical model dynamical tendencies. 
The spatial structures of the 3D-Var solutions are implied by the intrinsic structures of its 
underlying background error covariance matrix. With IAU, it seems more natural to base 
the error covariance structures of 3D-Var on model tendency differences (e.g., Trémolet 
2007) instead of forecast differences as currently done.  
 
This work will show results from replacing the current error covariance formulation of 
the GMAO hybrid 3D-Var with the tendency-based estimates derived in a companion 
paper presented at this Symposium (see El Akkraoui & Todling).   Results reformulating 
both the climatological (static) and ensemble estimates of the hybrid Grid-point 
Statistical Interpolation analysis system will be presented, as well as a preliminary 
evaluation of extensions to 4D-EnsVar.      
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